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Abstract 

Policymakers have become eager to move towards sustainability recently due to the growing costs of electricity and 

concerns about the environment. Environment friendly and economical energy sources, such as solar power, are being 

introduced at increasing rates. Photovoltaic (PV) panels are considered an important method of harnessing solar power. 

Although solar energy is one of the most efficient renewable and sustainable sources of energy, the accumulation of dust and 

debris on even one panel in a PV array reduces the efficiency of energy generation, thus highlighting the need to keep the 

surfaces of PV panels clean. Several methods can be used to clean PV panels, such as Heliotex technology, electrostatic 

cleaning, the use of self-cleaning glass, automatic cleaning and manual cleaning. The Preference Selection Index (PSI) multi-

criteria decision-making approach is used in this study to compare these cleaning methods. Data were collected via a survey of 

solar energy experts in Jordan to enable a comparison of these cleaning methods, and several attributes were considered. After 

the initial PSI analysis, a follow-up sensitivity analysis was conducted that involved removing the cost attributes. The results 

showed that the best method was manual cleaning. The results of the sensitivity analysis confirmed that manual cleaning is the 

method most often preferred by experts. 
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1. Introduction 

Global demand for resources has been growing rapidly, 

which has created pressure on the manufacturing sector to 

generate new products and develop technologies. These 

requirements are reflected in the amount of the energy 

required. The world relies heavily on oil, which is 

expensive, and causes environmental problems, and is non-

renewable. This combination of disadvantages has forced 

countries across the world to shift to new, alternative energy 

sources. Renewable sources of energy are those that are not 

depleted by continuous usage, do not contribute to 

environmental pollution in terms of greenhouse gases, and 

do not pose health hazards [1]. Renewable energy systems 

are an essential alternative energy choice and are considered 

the first step in the industrialized building system 

construction industry [2]. These energy sources, and 

especially solar, biomass and wind, are now playing an 

important role in the economics of energy production and 

are improving the quality of the environment [3]. Projects 

involving renewable energy, and especially photovoltaic 

(PV) systems, can result in crucial savings in terms of the 

energy consumed in a building [4]. Countries around the 

word have implemented plans to increase the share of 

renewable energy sources and reduce greenhouse gas 

emissions [5]. 

Decision making and judgments are essential aspects of 

the average person’s daily life. Human judgment has 

received considerable attention, both within and outside of 

the psychological sciences [6], [7], [8]. For some decisions, 

a single criterion may be the major focus of the decision 

makers, while other decisions are made based on multiple 

criteria simultaneously. Multi-criteria decision-making 

(MCDM) tools are used to evaluate candidate alternatives 

for the purpose of ranking, choosing or sorting based on a 

number of qualitative and/or quantitative criteria, and are 

associated with different measuring units [9]. Multi-criteria 

decision analysis can be applied to numerous types of 

complex decision. The Preference Selection Index (PSI) is 

one of the primary MCDM approaches that can help a 

decision maker to reach the optimal decision. Other MCDM 

approaches include the Analytic Network Process (ANP), 

Elimination and Choice Expressing Reality (ELECTRE), 

Technique for Order of Preference by Similarity to Ideal 

Solution (TOPSIS), grey theory and the Analytic Hierarchy 

Process (AHP). 

This paper provides a systematic procedure for selecting 

the best cleaning method for PV panels, using an approach 

based on PSI. Experts in the field of solar energy were asked 

to voluntarily answer a survey that described the most 
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frequently used cleaning methods and included several 

attributes related to the cleaning of PV panels.  

2. Literature Review 

2.1 Solar Energy and the Cleaning of PV Panels  

One of the largest challenges of the modern world 

involves how to meet the required demand for energy in a 

sustainable way [10]. This rise in energy demand is a result 

of the growing population and increases in prosperity levels 

[11]. Solar energy is considered one of the best alternatives 

of the various types of renewable energy sources which 

entails the conversion of the sun’s rays into electrical 

energy. A solar or PV cell is a device that converts sunlight 

into electricity [12]. As the sun is the source of solar power, 

this form of electrical power is cleaner and less expensive 

than fossil fuels [13]. Solar cells are made from 

semiconducting materials, and to be able to absorb sunlight, 

these materials must have specific characteristics.  

PV panels are currently the most widely used renewable 

energy source. There are several factors that can 

significantly affect the maximum efficiency of a PV 

installation, including the geographic location (latitude and 

solar insolation) and the design of the installation (tilt angle, 

altitude and orientation). Other factors can also significantly 

affect the performance (efficiency), such as the 

accumulation of dust and debris [14]. Mani and Pilli (2010) 

studied the impact of dust on PV systems; they identified 

various factors responsible for the settling of dust on PV 

panels, and suggested some solutions to reduce this 

accumulation [14]. 

There are two key cost drivers related to the use of PV 

cells that affect all stakeholders: the efficiency and the 

degradation rate [15]. The efficiency of a PV cell refers to 

the conversion of sunlight into electrical power, and 

concerns how this relationship evolves over time, while the 

degradation rate is a quantification of how the electrical 

power declines over time [15]. The latter is extremely 

important, as a higher degradation rate means that a lower 

level of power is produced, thus reducing future cash flows 

[16]. 

The conversion efficiency of a solar cell is defined as the 

percentage of the solar energy falling onto a PV device that 

is converted into electricity [17]. This efficiency is one of 

the main factors that can affect the selection process of a 

type of solar cell. Most of the sunlight that reaches a PV cell 

is lost rather than converted into electricity [17]. Several 

factors can affect the conversion efficiency, including the 

wavelength, recombination, temperature and reflection. 

These factors must be considered when designing a PV 

system to achieve higher efficiencies. 

In any PV installation, the engineers focus on the design 

(tilt angle, altitude and structure) in order to harvest the 

maximum solar radiation. However, they may overlook the 

practicalities of a site, such as the deposition of dust, water, 

salt, or bird droppings [14]. These phenomena, when 

combined with losses in wires and inverters, can reduce the 

efficiency of a module by 10–25% [14].  

Dust is defined as a solid particle with a diameter less 

than 500 µm. It is generated in the atmosphere from 

different sources, such as wind, vehicular movement, 

pollution and volcanic eruption. The accumulation of dust 

on PV panels is characterized by two important factors that 

influence each other: the properties of the dust (such as its 

size, weight, shape, chemical and biological properties and 

electrostatic properties), and the local environment (such as 

human activities, environmental characteristics including 

the orientation and height of the installation, and weather 

conditions) [14].  

Mani and Pillai (2010) performed a study that had two 

phases. In phase one, they primarily studied the impacts of 

the characteristics of solar systems, such as the tilt angle and 

glazing, on dust accumulation. In phase two, they studied 

the effects of dust deposition via an experimental 

investigation. They suggested several solutions to the 

problem of dust on solar panels in relation to the geography 

of the installation; for example, dry tropical regions with 

temperature ranges of 20–49°C, annual precipitation greater 

than 150 cm and in latitude ranges of 15–25° north and 

south are prone to dusty desert environments and dust 

storms, and PV systems in these areas should be cleaned at 

a minimum of weekly. 

Appels et al. (2013) studied the effects of dust settlement 

on PV modules that are installed at an optimal tilt angle with 

regular rainfall in Belgium. Their methodology was as 

follows: (i) a spectrometer was used to examine the 

relationship between the decrease in transmittance and the 

decrease in the output power of a PV module; (ii) a scanning 

electron microscope was used to examine dust samples; (iii) 

several prototype coatings were introduced to determine 

whether they reduced the power loss of the output; and (iv) 

the effects of dry residue on PV modules were studied [18]. 

The results showed that the accumulation of dust on PV 

modules in Belgium was responsible for consistent power 

losses in the range 3–4% after dust saturation over three or 

four weeks. Rainfall had a limited effect on power losses for 

small dust particles (2–10 µm), but had a better effect in 

terms of washing away large dust particles. A special 

coating was shown to be a solution for this issue, although 

it was not cost-effective [18]. Appels et al. (2013) also 

suggested regular cleaning with soft tap or demineralized 

water.  

The use of hydrophobic coatings on photovoltaic 

modules is another method of cleaning them [19]. High 

temperatures and dust storms are the most frequent factors 

that reduce the maximum performance of PV modules in 

Middle East and North Africa [19]. These can reduce the 

maximum output power by 16.2% and the short-circuit 

current (Isc) by 6.6% [19]. In addition, dust settlement on 

PV modules induces a hotspot phenomenon, which 

increases the temperature of the PV module, thus reducing 

its efficiency. Fathi et al. (2017) applied a self-cleaning 

hydrophobic nano-coating to a PV module and measured its 

output performance. They found that the hydrophobic 

coating, which was a cost-effective method, increased light 

transmittance and reduced the temperature of the PV 

module, meaning that the output power losses were reduced 

[19]. 

Moharram et al. (2013) studied the effect of cleaning PV 

modules using a non-pressurized water system and a 

surfactant. Their objective was to remove dust from PV 

modules using these two methods, as they are the least 

costly and the most energy-efficient approaches. The 

experiment used a 14 kW PV system and consisted of three 

stages: no cleaning; cleaning with non-pressurized water; 
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and cleaning with anionic and cationic surfactants. They 

found that the accumulation of dust on PV modules (i.e. no 

cleaning) significantly reduced the efficiency, the non-

pressurized water system was insufficiently strong to 

improve the efficiency of the PV modules compared to 

regular water, and a mixture of anion and cation surfactants 

was the best method of removing dust sticking to the 

modules [20]. 

A superhydrophobic and water-repellent coating offers a 

further method of self-cleaning for PV panels. Park et al. 

(2011) studied a micro-shell array that was fabricated on 

transparent and flexible polydimethylsiloxane (PDMS) 

layers. This method was compared to a non-

superhydrophobic coating on PV modules. The results 

showed that this was an excellent water repellent, and lower 

dust accumulation was seen for a superhydrophobic PDMS 

at a contact angle that was higher than 150°, with a 

hysteresis level of less than 20° [21].   

Chaichan et al. (2015) studied the effects of pollution 

and cleaning on PV modules in Baghdad, Iraq. Their 

experiment was conducted in outdoor conditions in order to 

investigate the impact of air traffic pollution on highways 

on the performance of PV panels. Three polycrystalline 

panels were installed at a tilt angle of 30° towards the south. 

Natural cleaning conditions, such as rain and wind were the 

main cleaning methods for the first panel, while the second 

panel was designed to collect pollutants such as dust, bird 

droppings and to preserve them by being covered during 

cloudy and rainy weather. The third panel was cleaned by 

alcohol with 99% purity before each measurement was 

taken. The experiment was conducted for a period of two 

months during the winter. The results showed that the 

cleaned panel had an average efficiency of 4.82%, the 

naturally cleaned panel 3.233%, and the polluted panel 

1.749% [22]. The second phase of the study by Chaichan et 

al. (2015) involved evaluating the best cleaning method for 

PV panels. The same polycrystalline panels were tested for 

two further months. The first panel was cleaned with 

deionized distilled water, the second was cleaned with 

alcohol and the third with sodium surfactant. The results 

showed a reduction in the efficiency of the PV panels of 

about 0.1% for alcohol, less than 1% for sodium surfactant 

and about 14% for deionized distilled water. Distilled water 

failed to clean the PV panels due to the small particles, and 

especially nano-scale carbon, that were stuck to them [22]. 

Sayyah et al. (2015) introduced a new cleaning method 

to reduce soiling of a PV module using an electrodynamic 

screen (EDS) in an environmentally-controlled test 

chamber. The EDS system was composed of two stacked 

layers of transparent dielectric coating, which covered the 

PV glass. The results showed that 90% of Isc was restored 

from its original value after several cycles, which enhanced 

the efficiency of the module. However, coagulations of dust 

were observed on some PV surfaces after using the EDS 

method. The authors stated that this dust coagulation was 

acceptable because its availability, the PV module can use 

the light scattered from dust particles [23].   

Biris et al. (2004) studied the effect of removing dust 

particles from a PV module using an EDS. Their experiment 

involved applying an AC signal to a shield consisting of 

parallel wires.  The electrodes were embedded into a 

polymer film to prevent any spark between them. A wide 

range of amplitudes and frequencies was applied, and it was 

found that the EDS was able to remove dust particles and 

prevent them from re-accumulating; however, this 

depended on the amplitude and frequency of the voltage. 

The researchers concluded that increasing the amplitude of 

the voltage led to greater removal of dust particles, and that 

the 5–15 Hz frequency range was optimal [24]. 

2.2 Multi-criteria Decision Making 

MCDM aims to assist decision makers in selecting the 

best option from many feasible alternatives [25]. MCDM 

approaches are designed to identify the most preferred 

alternative by grouping the available alternatives into a 

limited number of categories and ranking these alternatives 

in order of preference. MCDM approaches have been used 

in a wide range of areas according to the nature of the 

decisions to be made. Examples of MCDM approaches 

include PSI, AHP, ANP, ELECTRE, TOPSIS and grey 

theory. The aim of these widely used decision-making 

approaches is to break complex decisions down into smaller 

parts, which can be analyzed separately and then 

recombined into a weighted score [26]. The following is a 

brief description of the most commonly used MSDM 

approaches. 

The ANP method is used in models with clear 

dependencies. It is a general class of decision-making 

approaches that deals with complex interdependencies 

among different attributes or elements [27], [28]. It provides 

a framework for dealing with decisions without the need for 

assumptions about the interdependence between elements at 

higher and lower levels, or between elements at the same 

level [29], [30]. The ANP method uses a network rather than 

a hierarchy of different levels [29], [30]. It has been applied 

to decisions in fields, such as product design, equipment 

replacement, and energy policy planning [31]. ANP has also 

been applied in the evaluation and selection of projects [32], 

supply chain management [33], performance management 

[34], environmental issues [35], strategy selection [36] and 

manufacturing systems [37]. If there are dependencies 

between the criteria, a fuzzy ANP might be a good choice 

[38]. 

ELECTRE methods (I, II, III, IV, IS, and TRI) have been 

chosen as the best methods by pairwise comparison of 

alternatives within the decision problem [9]. Examples of 

studies that have used ELECTRE methods include 

evaluating an action plan for the diffusion of renewable 

energy technologies at a regional scale [39], supporting 

decision makers with different value systems [40], solid 

waste management [41], choosing materials under 

weighting uncertainty [42] and the planning of water 

resources [43]. 

Grey theory is one of the MCDM approaches used to 

study the uncertainty of systems, and is a superior approach 

that can provide a mathematical analysis of systems with 

uncertain information [44], [45], [46]. In this theory, a 

system is referred to as ‘white’ if its information is known 

completely, ‘black’ if its information is unknown, and 

‘grey’ if it is partially known [46]. Researchers have used 

grey theory in several fields, for example in medicine [47], 

economics [48], supplier selection [46], the environment 

[49] and airline networks [50]. 

AHP is an appropriate approach for decisions under 

conditions of certainty, where a judgment is quantified 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 3  (ISSN 1995-6665) 282 

using a systematic procedure and used as a base for making 

an optimal decision [51]. It is a structured technique that 

applies both psychology and mathematics to make complex 

decisions [52]. The priority levels of the decision criteria are 

evaluated and determined [53], and complex decisions are 

made by quantifying non-numeric factors related to the 

decision, such as the ideas, emotions, feelings, expectations, 

etc. of people involved in the decision [51]. A pairwise 

comparison matrix is constructed for all the factors 

considered in the decision process [54]. There are four main 

components of an AHP model that enable a decision to be 

made in a structured manner and to enhance the process of 

generating priorities [55]. These components are: (i) the 

definition of the decision problem; (ii) the construction of a 

decision hierarchy; (iii) the construction of pairwise 

comparison matrices; and (iv) the use of the priorities 

computed from the comparison matrices to weight the 

priorities of the elements [55]. Over 150 applications of the 

AHP approach are available, and these can be categorized 

into 10 areas: allocation, selection, benefit-cost, evaluation, 

development and planning, ranking and priority, 

forecasting, decision making, medicine and quality function 

deployment [56]. One example of the application of AHP in 

the solar energy sector is the research reported in [57], 

which investigated the connection between regional factors 

and the attractiveness of investing in the production of solar 

energy.  

The TOPSIS approach is a straightforward one that 

generates two alternative solutions: a positive ideal solution 

and a negative one. In TOPSIS, the selected alternative must 

simultaneously have the minimum geometric distance from 

the positive ideal solution and the maximum geometric 

distance from the negative ideal solution [58], [59], [60]. A 

decision matrix and a normalized decision matrix are 

constructed using accurate scores that each alternative 

receives from all criteria [60]. The negative and positive 

ideal solutions are found by considering all attribute rates. 

The order of preference of the alternatives is determined by 

comparing the distance coefficient of each alternative. 

Applications of TOPSIS include financial investment 

decisions such as highway buses outranking [61], [62], 

identifying new active investment opportunities [63], 

operations management, for example in decision problems 

related to supplier selection in the manufacturing industry 

[64], the selection of production processes for 

semiconductors [65] or the selection of material for metallic 

bipolar plates for a polymer electrolyte fuel cell [66], water 

management [67] and evaluating the service quality of 

public transportation [68]. 

The PSI method is a direct decision-making method that 

requires fewer and simpler calculations than the other 

MCDM approaches [69]. This approach relies on statistical 

concepts without the need to weight the considered 

attributes [27]. The methodology consists of defining the 

problem goal, formulating a decision matrix of alternatives 

and criteria, normalizing the decision matrix, computing the 

preference variation value, determining the overall 

preference value, obtaining the preference selection index 

and ranking alternatives in ascending or descending order to 

facilitate the interpretation of results [70].  

2.1.1. PSI Details 

PSI is a new approach that was proposed in [70]. Unlike 

other MCDM methods, this technique does not require the 

user to give an importance between attributes. A PSI value 

is calculated for each alternative, where the best alternative 

is the one with the highest value. This method can be 

illustrated using the following steps [70]: 

 Step I: Identification of the objective and determination 

of all possible criteria and the measures and alternatives 

to be studied. 

 Step II: Formulation of the decision matrix. Let A be a 

set of alternatives, where A= {Ai for i= 1, 2, 3, . . ., n},  

C a set of decision criteria where  C={Cj for j = 1, 2, 3, 

. . . , m} and Xij the performance of alternative Ai when 

it is studied with criterion Cj. As a result, a decision 

matrix can be created as shown in Table 1. 

Table 1. Decision matrix Xij 

Alternatives (Ai) Criteria (Cj) 

C1 C2 C3 … Cm 

A1 X11 X12 X13 … X1m 

A2 X21 X22 X23 … X2m 

A3 X31 X32 X33 … X3m 

… … … … … … 

An Xn1 Xn2 Xn3 … Xnm 

 Step III: Normalization of data, i.e. transforming the 

values in the decision matrix to the range 0–1. In the case 

of a positive expectancy (i.e. profit), the normalization 

formula will be as follows: 

𝑅𝑖𝑗 = 

𝑋𝑖𝑗

𝑋𝑗
𝑚𝑎𝑥 ,                                                                         (1) 

while for a negative expectancy (i.e. cost) the normalization 

formula is: 

𝑅𝑖𝑗 = 

𝑋𝑗
𝑚𝑖𝑛

𝑋𝑖𝑗
 ,                                                                   (2) 

where Xij are the attribute measures (i = 1, 2, 3, ..., N and j = 1, 2, 

3, . . . , M) in the decision matrix. 

 Step IV: Calculation of the preference variation value 

(PVj), which is determined for each attribute using the 

following equation: 

𝑃𝑉𝑗 = ∑ [𝑅ij −𝑁
𝑖=1 𝑅�̅�]2

,                                                 (3) 

where 𝑅�̅� is the mean of the normalized value of attribute j and is 

calculated as follows: 

𝑅�̅� =
1

𝑁
∑ 𝑅ij

𝑁
𝑖=1  .                                                                   (4) 

 Step V: Computation of the deviation (Φ) in the 

preference value (PVj) for each attribute, using the 

following equation: 

Φ = 1 − PVj .                                                                   (5) 

 Step VI: Computation of the overall preference value 

(Ψ) for each attribute as follows: 

𝛹𝑗 = 

𝛷𝑗

∑ 𝛷𝑗
𝑀
𝑗=1

 .                                                                   (6) 

The overall summation of the preference value of all 

attributes must give a value of one. 

 Step VII: Computation of the preference selection index 

(Ii) using the following equation: 

𝐼𝑖  =   ∑ (𝑅𝑖𝑗
𝑀
𝑗=1 × 𝛹j ) .                                                 (7) 

 Step VIII:  Finally, alternatives are ranked based on the 

Ii value, where alternatives with the highest value are 

selected first. 

https://en.wikipedia.org/wiki/MCDA
https://en.wikipedia.org/wiki/MCDA
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3. Methodology 

The main objective of this paper was to compare the 

most widely used methods of cleaning PV panels. The PSI 

MCDM approach was used to find the optimum cleaning 

method based on certain attributes. Five cleaning methods 

were compared: Heliotex technology (automatic cleaning 

and washing without using brushes), electrostatic cleaning, 

self-cleaning glass (nano-coating), automatic cleaning (by 

robot, dry or wet wipers and water spray) and manual 

cleaning (by water spray, dry or wet wipers and rotary 

brushes). Several relevant criteria were considered in the 

PSI, including the cleaning time, initial cost, running cost, 

efficiency, time between cleanings and safety. Data were 

collected via a survey that was distributed in interview 

format to PV experts in Jordan. The PSI method was applied 

twice, in two phases. In the first phase, all the 

abovementioned criteria were considered in a comparison 

of the five different cleaning methods, while in the second 

phase, the cost attributes were removed, and a sensitivity 

analysis was carried out. 

4. Data 

Data on the cleaning methods were collected using a 

survey of Jordanian experts in the field of solar energy. The 

average of the responses was considered for the PSI 

analysis, as shown in Table 2, which contains the decision 

matrix of the PSI. 

5. Results and Discussion  

In this section, the eight steps of the PSI method 

described in Section 2.2.1 are applied. Table 2 shows the 

decision matrix for selecting the most preferred cleaning 

method based on the PSI approach. The data in the decision 

matrix were normalized as shown in Table 3, following Step 

III in Section 2.2.1. In this step, the cells representing the 

initial cost and the running cost were normalized using 

Equation 2, by dividing the minimum value in each column 

of the decision matrix by the value in each cell of the 

decision matrix in the corresponding column. This was not 

the case for the data normalization in the remaining columns 

of the decision matrix; each cell in these columns was 

divided by the maximum value in the corresponding column 

using Equation 1. The mean of each attribute (𝑅�̅�) was 

calculated as shown in Table 3, by taking the average of all 

the normalized values in each column using Equation 4. 

Table 4 summarizes the following quantities for each 

attribute: (i) the preference variation value (PVj), calculated 

based on Equation 3; (ii) the deviation (Φ) in the preference 

value (PVj), calculated based on Equation 5; and (iii) the 

overall preference value (Ψ), calculated based on Equation 

6. 

Table 2. Responses collected from PV experts (decision matrix) 

Alternatives 

(cleaning methods) 

Attributes 

C
lean

in
g
 tim

e 

In
itial co

st 

R
u
n
n

in
g
 co

st 

E
fficien

cy
 

T
im

e b
etw

een
 

clean
in

g
s 

S
afety

 

Heliotex technology  6.33 6 5.33 5.67 5 5 

Electrostatic cleaning 5.5 9 6.67 5.33 5.5 6.33 

Self-cleaning glass 

(nano-coating) 

4.5 9 4 6.67 4.5 8 

Automatic cleaning 

(robot, dry or wet 

wipers and water 

spray) 

7.33 7.67 6.67 7 5.33 6.67 

Manual cleaning 8.33 4 7 7.33 5.67 5.33 

Table 3. Normalized data 

Alternatives (cleaning methods) 

 

Attributes 

Cleaning time Initial cost Running cost Efficiency Time between cleanings Safety 

Heliotex technology 0.7599 0.6667 0.7505 0.7735 0.8818 0.6250 

Electrostatic cleaning 0.6603 0.4444 0.5997 0.7272 0.9700 0.7913 

Self-cleaning glass (nano-

coating ) 

0.5402 0.4444 1.0000 0.9099 0.7937 1.0000 

Automatic cleaning (robot, dry 

or wet wipers and water spray) 

0.8799 0.5215 0.59970015 0.9549 0.9400 0.8338 

Manual cleaning 1.0000 1.0000 0.5714 1.0000 1.0000 0.6663 

𝑅�̅� 0.7681 0.6154 0.7043 0.8731 0.9171 0.7833 

 

Table 4. Values of PVj, Φ and Ψ for each attribute  

Measures Attributes 

Cleaning time Initial cost Running cost Efficiency Time between cleanings Safety 

PVj 0.12992 0.21781 0.12911 0.05538 0.02668 0.08833 

Φ 0.87009 0.78219 0.87089 0.94462 0.97332 0.91167 

𝛹𝑗  0.16255 0.14613 0.16270 0.17647 0.18183 0.17032 
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Table 5 shows the last step in the PSI calculations in 

which the index (𝐼𝑖 ) was calculated for each alternative 

using Equation 7. Table 5 shows that the maximum 𝐼𝑖 value 

was achieved for manual cleaning (0.40807), followed by 

Heliotex technology (0.34928), self-cleaning glass (nano-

coating) (0.32647), automatic cleaning (0.31853) and then 

electrostatic cleaning (0.27412). The maximum value 

indicates the most preferred alternative, i.e. manual cleaning 

in this case. 

6. Sensitivity Analysis   

In this section, the PSI method was applied again to 

compare the five cleaning techniques with same attributes 

as used in the first PSI calculations; however, in this case, 

the attributes related to the cost of the cleaning method (the 

initial cost and the running cost) were removed to ensure 

that the decision was not biased. This experiment was 

conducted in order to compare only the techniques 

themselves. Table 6 shows the last step of the PSI 

calculation for the purposes of sensitivity analysis, in which 

the index (Ii) is calculated for each alternative after 

removing the cost-related attributes. The maximum value of 

Ii is still found for manual cleaning, followed by automatic 

cleaning, Heliotex technology, electrostatic cleaning and 

then by self-cleaning glass (nano-coating).  

7. Conclusions  

In this paper, five methods of cleaning PV panels were 

compared, based on six attributes of these cleaning 

techniques. The cleaning methods were Heliotex 

technology, electrostatic cleaning, self-cleaning glass 

(nano-coating technique), automatic cleaning (robot, dry or 

wet wipers and water spray) and manual cleaning. The 

attributes considered here were the cleaning time, initial 

cost, running cost, efficiency, time between cleanings and 

safety. The PSI MCDM technique was used as a novel tool 

to evaluate the cleaning methods. Solar energy experts in 

Jordan were asked to fill in a survey, and their judgments 

were used as input to the PSI approach. 

The results of the PSI method indicated that the most 

suitable cleaning technique was manual cleaning, followed 

by Heliotex technology, self-cleaning glass (nano-coating), 

automatic cleaning and then electrostatic cleaning. A 

sensitivity analysis was conducted to measure the efficiency 

of the PSI approach when some attributes were removed. 

The two attributes related to the cost of the cleaning method 

(the initial and running costs) were removed, and the new 

results showed that manual cleaning remained the best 

cleaning method, followed by automatic cleaning, Heliotex 

technology, electrostatic cleaning and then by self-cleaning 

glass (nano-coating).  

 

8. Limitations 

The data used in this paper were collected from solar 

energy experts in Jordan. This means that the results may be 

influenced by conditions in Jordan, such as the weather, 

temperature, humidity, customs, man hour rate, technology 

level, etc. Hence, the criteria considered here, and the 

respective opinions of these experts may vary with 

differences in conditions related to the country, the cost of 

technology, and other factors. The results from this paper 

can therefore be applied in other countries, taking into 

consideration their local conditions.

Table 5. Computation of the preference selection index (𝐼𝑖 ) 

Alternatives (cleaning 

methods) 

 

Attributes 𝑰𝒊  

Cleaning 

time 

Initial cost Running 

cost 

Efficiency Time between 

cleanings 

Safety 
 

Heliotex technology 0.1235 0.0974 0.1221 0.00175 0.00023 0.00427 0.34928 

Electrostatic cleaning 0.1073 0.0650 0.0976 0.00376 0.00051 0.00001 0.27412 

Self-cleaning glass 

(nano-coating) 

0.0878 0.0650 0.1627 0.00024 0.00277 0.00800 0.32647 

Automatic cleaning 
(robot, dry or wet 

wipers, water spray) 

0.1430 0.0762 0.0976 0.00118 0.00010 

 

0.00043 0.31853 

Manual cleaning 0.1625 0.1461 0.0930 0.00284 0.00125 0.00233 0.40807 

 

Table 6. PSI (Ii) for sensitivity issues 

  Alternatives (cleaning methods) 

 

Attributes  

 

Ii 
Cleaning time Efficiency Time between cleanings Safety 

Heliotex technology  0.1787 0.0025 0.00033 0.006171 0.1877 

Electrostatic cleaning 0.1553 0.0054 0.00074 0.000016 0.1615 

Self-cleaning glass (nano-coating ) 0.1271 0.0005 0.00401 0.011577 0.1430 

Automatic cleaning by (robot, dry or wet 

wipers and water spray) 

0.2070 0.0017 0.00014 0.000628 0.2094 

Manual cleaning  0.2352 0.0041 0.00181 0.003373 0.2445 
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